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Abstract

Community Question Answering (CQA) systems rely on expertise identification to ensure that the most qualified
individuals are answering questions. A hybrid approach that utilizes TRIE and Semantic Matching algorithms can be
used to enhance expertise identification in these systems. A TRIE data structure can efficiently index user profiles and
questions, allowing for the quick retrieval of users with expertise in specific domains. Meanwhile, Semantic Matching
algorithms utilize natural language processing techniques to match the content of a question with a user’s expertise.
Techniques such as keyword matching, semantic similarity, and topic modeling can be used to analyze user profiles and
questions. Combining the TRIE-based expertise identification and Semantic Matching algorithms results can identify
the most suitable expert for a question. This approach can help improve the quality of answers and user satisfaction.
Overall, by using a hybrid approach of TRIE and Semantic Matching algorithms, CQA systems can effectively identify
experts, improving the overall quality of the answers provided.
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1 Introduction

Community Question Answering (CQA) systems are web-
based platforms where users can ask questions on various
topics and receive answers from a community of other users.
CQA systems have gained significant popularity in recent
years due to their effectiveness in sharing knowledge and
solving problems in online communities. CQA platforms
such as Quora, Stack Overflow, and Yahoo Answers have
millions of active users and have become integral parts of
the online ecosystem(1). CQA systems operate based on
the collective intelligence of the community, where users
share their knowledge and expertise to help others. These
platforms have proven to be valuable resources for individ-
uals seeking answers to specific questions, as well as for
researchers and professionals seeking to stay up-to-date on
the latest developments in their fields(2). One of the chal-
lenges in CQA systems is identifying the most appropriate
expert to answer a particular question. The effectiveness of
the system depends on the quality of the answers provided,
and identifying the most qualified users to provide these an-
swers is crucial. Several approaches have been proposed to

address this challenge, including social network analysis and
natural language processing-based techniques. Social net-
work analysis-based approaches leverage the relationships
between users to identify the most qualified experts(3).
These methods consider factors such as the number of con-
nections, reputation, and past performance. However, these
methods may not consider the content of the questions or
the expertise of the users.
On the other hand, natural language processing-based ap-
proaches use semantic matching algorithms to match the
content of the question with the expertise of the users(4).
These methods consider the relevance of the question to the
user’s expertise and past performance. This approach has
been shown to be effective in improving the quality of the
answers provided in CQA systems(5). Overall, CQA sys-
tems play a vital role in the online community, providing a
means for individuals to share knowledge and solve prob-
lems. Enhancing expertise identification in these systems is
critical for improving the quality of the answers provided,
and developing effective algorithms for this purpose remains
an important research area.
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Table 1: Limitations of The Reviewed Approaches

Paper Reference Limitations

[(6)] Limited evaluation on large-scale datasets

[(7)] Limited evaluation on complex queries

[(8)] Limited evaluation on real-world scenarios

[(9)] Limited evaluation on multiple languages

[(10)] Limited evaluation on large-scale datasets

[(11)] Limited evaluation on non-English languages

[(12)] Limited evaluation on multiple languages

[(13)] Limited evaluation on non-English languages

[(14)] Limited evaluation on multiple languages

[(15)] Limited evaluation on large-scale datasets

2 Literature Review

The hybrid approach using TRIE and Semantic Matching
algorithms combines two different techniques to enhance the
efficiency and accuracy of text retrieval and search. (1) pro-
posed a hybrid approach for efficient keyword search in het-
erogeneous information networks. The approach builds a
TRIE-based index for keywords and combines it with a se-
mantic matching algorithm that takes into account the con-
text and meaning of the keywords. The results showed that
the hybrid approach outperforms other existing methods
in terms of efficiency and accuracy. (6) proposed a hybrid
approach for short text classification that combines Convo-
lutional Neural Networks (CNNs) with semantic matching.
The CNN model extracts feature from the input text, while
the semantic matching algorithm takes into account the se-
mantic relationships between words. The results showed
that the hybrid approach achieved higher accuracy com-
pared to using either method alone. (7) proposed a hybrid
approach for image retrieval that combines a deep learning-
based feature extraction method with a TRIE-based in-
verted index. The approach enables fast and accurate im-
age retrieval by indexing the visual features of the images
using a TRIE-based structure. (8)proposed a hybrid ap-
proach for efficient semantic textual similarity computa-
tion. The approach combines a TRIE-based index with a
word embedding-based semantic similarity measure to en-
able efficient computation of semantic textual similarity.
The results showed that the hybrid approach outperforms
existing methods in terms of efficiency and accuracy. (9)
proposed a hybrid approach for automatic text categoriza-
tion that combines semantic features with a TRIE-based
indexing method. The approach uses semantic features to
capture the context and meaning of the input text, while
the TRIE-based indexing method enables efficient indexing
and retrieval of the text. (10) proposed a hybrid approach
for text categorization that combines Convolutional Neu-
ral Networks (CNNs) with semantic matching. The CNN
model extracts feature from the input text, while the se-
mantic matching algorithm takes into account the seman-
tic relationships between words. (11) proposed a hybrid
approach for efficient short text retrieval that combines se-
mantic matching with a TRIE-based indexing method. The
approach enables fast and accurate short text retrieval by
indexing the semantic features of the text using a TRIE-

based structure. (12) proposed a hybrid approach for sen-
timent analysis that combines a deep learning-based sen-
timent analysis model with semantic matching. The ap-
proach takes into account the semantic relationships be-
tween words and improves the accuracy of sentiment analy-
sis. (13) proposed a hybrid approach for aspect-based sen-
timent analysis that combines Convolutional Neural Net-
works (CNNs) with semantic matching. The approach en-
ables accurate identification of the aspects and their corre-
sponding sentiment orientations in the input text. (14) pro-
posed a hybrid approach for Chinese question classification
that combines a deep learning-based model with semantic
matching. The approach takes into account the semantic
relationships between words and improves the accuracy of
question classification in the Chinese language (15).

3 The Proposed Approach

While proposing new algorithms that overcome the limita-
tions of the existing hybrid approach using TRIE and Se-
mantic Matching algorithms, the following points have been
considered. The proposed algorithm combines the strengths
of TRIE-based string matching and semantic matching al-
gorithms to enhance expertise identification in community
question answering systems. The TRIE-based approach can
handle domain-specific keywords and their variations effi-
ciently, while the semantic matching approach can capture
the context and nuances of the questions and answers. By
using a hybrid approach, the algorithm can leverage both
linguistic and semantic aspects of user-generated content to
identify potential experts accurately. The algorithm first
pre-processes the text data, builds a TRIE data structure
with weighted keywords, and identifies the most relevant
domain using the TRIE-based approach. It then uses the
semantic matching approach to identify the experts in the
relevant domain. Figure 2 describes the process flow of the
proposed algorithm. The hybrid approach presented in this
algorithm combines two different techniques - TRIE-based
and semantic matching - to improve the accuracy of ex-
pert identification. By using the TRIE-based approach to
identify relevant domains and then the semantic matching
approach to identify experts within those domains, the al-
gorithm is able to overcome some of the limitations of each
technique and achieve better results.

- 28 -



Annals of Multidisciplinary Research, Innovation and Technology (AMRIT), 2(1), 2023, 27-34 ISSN: 2583-4657(online)

Figure 1: Element Relationship; Proposed Approach

Figure 2: Process Flow of the New Approach

3.1 The Process Model

3.1.1 Pre- processing

The pre-processing step involves converting all text data
(questions and answers) to lowercase and removing all spe-
cial characters, punctuations, and stop words.

Tpre �Wi � 1
n
(W

¬

i i � 1
m

(1)

where Tpre is the pre-processed text, Wi is the i
th

word in
the original text, n is the number of words in the original
text, W

¬

i i is the i
th

word in the pre-processed text, and
m is the number of words in the pre-processed text. The
process of removing special characters, punctuation, and
stop words from text.

Special characters: Special characters refer to any char-
acter that is not a letter or a digit. Examples of special
characters include symbols like @, #, $, etc., as well as
characters like punctuation marks that have special mean-
ings in text.

To remove special characters, you can use regular expres-
sions. Regular expressions provide a powerful way to match
and manipulate strings in Python. You can use the re mod-
ule in Python to perform operations on text using regular
expressions.
Here’s an example of removing special characters using
regular expressions:

import re

text = "Hello, @AdtU! How’s it going? #AI #NLP"

cleaned_text = re.sub(r’[^a-zA-Z0-9\s]’, ’’, text)

print(cleaned_text)

Output
Hello AdtU Hows it going AI NLP
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In the example, re.sub() is used to substitute all characters
that are not alphabets (a-z, A-Z), numbers (0-9), or whites-
pace () with an empty string ”. This effectively removes
the special characters from the text.
Punctuation: Punctuation refers to characters used to sepa-
rate sentences or indicate pauses, such as periods, commas,
question marks, etc.
To remove punctuation, you can use the string mod-
ule in Python, which provides a string constant
string.punctuation containing all punctuation marks.
Here’s an example of removing punctuation using the string
module:

import string

text = "Hello, how are you?"

cleaned_text = text.translate(str.maketrans

(’’, ’’, string.punctuation))

print(cleaned_text)

Output
Hello how are you

In the example, string.punctuation is used to specify the set
of punctuation characters. The translate method is then
used to remove those characters from the text.

Stop words: Stop words are commonly used words that
do not carry significant meaning and are often removed
from text for analysis or natural language processing tasks.
Examples of stop words include ”the,” ”is,” ”and,” etc.

To remove stop words, you can use the nltk library in
Python, which provides a pre-defined list of stop words for
various languages.
Here’s an example of removing stop words using the nltk
library:

import nltk

from nltk.corpus import stopwords

nltk.download(’stopwords’)

stop_words = set(stopwords.words(’english’))

text = "This is an example sentence with some

stop words."cleaned_text

= ’ ’.join(word

for word in text.split()

if word.lower() not in stop_words)

print(cleaned_text)

Output
example sentence stop words
In the example, stopwords.words(’english’) is used to get
the list of English stop words from the nltk library. The
text is then split into words, and a list comprehension is
used to filter out the stop words. Finally, the filtered words
are joined back into a sentence. By applying these steps,
you can remove special characters, punctuation, and stop
words from text, resulting in cleaned and processed text
that can be used for further analysis or processing.

3.1.2 TRIE-Based Approach

The TRIE-based approach involves building a TRIE data
structure that contains all keywords related to each do-

main, and assigning weights to each keyword based on their
frequency of occurrence in the domain-specific documents.
The weight of each keyword can be calculated using the
following formula.

Wi,j �
fi,j

<n

i�1 fk,j
(2)

Where Wi,j is the weight of the i
th

keyword in the j
th

do-

main, fi,j is the frequency of occurrence of the i
th

keyword

in the j
th

domain, n is the total number of keywords in the
j
th

domain, and k is a loop variable.

3.1.3 Semantic Matching Approach

The semantic matching approach involves using semantic
techniques such as topic modelling and word embeddings
to extract topics and features from the questions and an-
swers, respectively. The topic distribution of a question can
be represented using the following equation:

Pq©T �

K

=
i�1

P�q©Zi�P�Zi©T � (3)

where Pq©T is the topic distribution of the question q in the

document set T, k is the number of topics, Zi is the i
th

topic, P�q©Zi� is the probability of question q given topic Zi,
and P�Zi©T � is the probability of topic Zi in the document
set T.

The feature vector of an answer can be represented us-
ing the following equation

�va �
1

¶A¶
=

wi"A

�wi� (4)

where va is the feature vector of the answer A, ¶A¶ is
the length of the answer in terms of number of words, wi is
the i

th
word in the answer, and �wi is the word embedding

of the i
th

word.

3.1.4 Hybrid Approach

The hybrid approach involves combining the TRIE-based
and semantic matching approaches to identify the experts
in the community. This can be done by first using the
TRIE-based approach to identify the domains that are
most relevant to the question. This can be represented
using the following equation.

Dq � arg max
Di"D

P �q¶Di� (5)

where Dq is the domain that is most relevant to the ques-
tion q, D is the set of all domains, and P �q¶Di� is the
probability of the question q given the domain Di.
Once the relevant domain is identified, the semantic match-
ing approach can be used to identify the experts in that
domain. This can be represented using the following equa-
tion.
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Eq � arg max
Ei"EDq

cos�vq, vEi
� (6)

where Eq is the set of experts in the domain Dq that are
most relevant to the question (q,EDq

) is the set of all ex-
perts in the domain (Dq, vq� is the topic distribution of the

question (q,vEi
) is the feature vector of the i

th
expert, and

cos�vq, vEi
� is the cosine similarity between �vq� and vEi

.

Overall, the proposed algorithm uses a hybrid approach of
TRIE and semantic matching algorithms to identify the
experts in community question answering systems. The
algorithm first pre-processes the text data, builds a TRIE
data structure with weighted keywords, and identifies the
most relevant domain using the TRIE-based approach. It
then uses the semantic matching approach to identify the
experts in the relevant domain.

3.1.5 The Testing of the Algorithm

import re

from collections import defaultdict

import numpy as np

from sklearn.feature_extrac

tion.text import CountVectorizer

from sklearn.decompos

ition import LatentDirichlet

Allocation

from sklearn.metrics.pairwise

import cosine_similarity

# Pre-processing step

def preprocess_text(text):

text = text.lower()

text = re.sub(r’[^a-zA-Z0-9\s]’, ’’, text)

text = re.sub(r’\s+’, ’ ’, text)

return text.strip()

# TRIE-based approach

class TRIENode:

def __init__(self):

self.children = defaultdict(TRIENode)

self.is_end_of_word = False

self.weights = defaultdict(int)

class TRIE:

def __init__(self):

self.root = TRIENode()

def insert(self, domain, keyword, weight):

node = self.root

for char in keyword:

node = node.children[char]

node.is_end_of_word = True

node.weights[domain] += weight

def search(self, keyword):

node = self.root

for char in keyword:

if char not in node.children:

return {}

node = node.children[char]

return node.weights

# Semantic matching approach

def extract_topics(questions, num_topics):

vectorizer = CountVectorizer()

X = vectorizer.fit_transform(questions)

lda = LatentDirichletAllocation(n_components=num_topics)

lda.fit(X)

topic_distribution = lda.transform(X)

return topic_distribution

def extract_features(answer):

vectorizer = CountVectorizer()

X = vectorizer.fit_transform([answer])

features = vectorizer.get_feature_names()

return features

# Hybrid approach

def find_experts(question, domains, TRIE,

topic_distribution,

experts_features):

# TRIE-based approach

relevant_domains = TRIE.search(question)

if not relevant_domains:

return []

# Semantic matching approach

question_topic_distribution = topic_distribution[0]

expert_scores = []

for domain in relevant_domains:

experts_in_domain = experts_features[domain]

for expert_idx, expert_feature in enumerate

(experts_in_domain):

similarity_score = cosine_similarity

([question_topic_distribution], [expert_feature])[0][0]

expert_scores.append

((domain, expert_idx, similarity_score))

expert_scores.sort(key=lambda x: x[2], reverse=True)

experts = [(score[0], score[1]) for score in expert_scores]

return experts

# Sample data

questions = [

"How to install a Python package?",

"What are the best practices

for data visualization?",

"How to optimize SQL queries?",

"How to implement a binary search algorithm?"

]

answers = [

"You can use pip to install Python packages.

Run ’pip install package-name’ in your terminal.",

"Some best practices for data visualization include

choosing the right chart type,

labeling your

axes, and using appropriate color schemes.",

"To optimize SQL queries,

you can use indexes,
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limit

the number of reTRIEved rows,

and avoid unnecessary joins.",

"Here’s a simple implementation

of a binary search algorithm in Python: ."

]

# Pre-process questions and answers

preprocessed_questions = [preprocess_text(q)

for q in questions]

preprocessed_answers = [preprocess_text(a)

for a in answers]

# Build TRIE with weights

TRIE = TRIE()

domain_keywords = {

"Python": ["install", "package", "pip"],

"Data Visualization": ["best practices",

"chart", "axes", "color

schemes"],

"SQL": ["optimize",

"queries", "indexes",

"joins"],

"Algorithms": ["binary search"]

}

The TRIE-based approach is implemented using the
TRIENode and TRIE classes. The TRIENode represents
a node in the TRIE data structure and holds informa-
tion about the weights of keywords associated with each
domain. The TRIE class builds the TRIE by inserting
keywords and their weights for each domain. The search
method in the TRIE class allows searching for relevant do-
mains given a keyword. The semantic matching approach
involves two functions: extract topics and extract features.
The extract topics function uses Latent Dirichlet Alloca-
tion (LDA) to extract topics from the given questions. It
returns the topic distribution for each question. The ex-
tract features function extracts features from an answer by
vectorizing the answer and returning the list of features.
The hybrid approach combines the TRIE-based and seman-
tic matching approaches to find experts. The find experts
function takes a question, the list of domains, the TRIE,
the topic distribution, and the features of the experts. It
first uses the TRIE-based approach to identify relevant do-
mains for the question. Then, it calculates the cosine sim-
ilarity between the topic distribution of the question and
the feature vectors of the experts in the relevant domains.
Finally, it returns a list of experts sorted by their similarity
scores. In the sample data section, a list of questions and
corresponding answers is provided. These questions and
answers are pre-processed using the preprocess text func-
tion. The TRIE is then built with weights assigned to
keywords related to each domain. The topic distribution
is extracted from the pre-processed questions, and the fea-
tures of the experts are obtained from the answers. Finally,
the find experts function is used to find the most relevant
experts based on the provided questions, domains, TRIE,
topic distribution, and expert features.

3.2 Semantic Matching

After collection, pre-processing and build a TRIE data
structure with weighted keywords, each question, calcu-
late the topic distribution using Latent Dirichlet Allocation
(LDA). Use the resulting feature vector to identify the most
relevant experts for that question in the relevant domain.
Latent Dirichlet Allocation (LDA) is a probabilistic gener-
ative model for text corpora. The following is the mathe-
matical equation for LDA: Given a corpus of D documents,
each document d has a length of Nd ,where each word in
the document is drawn from a mixture of K topics, with a
topic proportion for the document represented by θd. For
each topic k, there is a distribution over words βk. The
generative process for each document d can be represented
as follows: Draw topic proportions θd from a Dirichlet dis-
tribution with parameter α.

θdDir�α� (7)

For each of the �Nd� words in document d.
Draw a topic assignment Zdn from a multinomial distribu-
tion with parameter θd.

-zdnMult�θd�

Draw a word Wdn from the topic-specific distribution over
words βzdn

� wdMult�βzdn�

The above generative process can be represented mathe-
matically as-

θdDir�α)

For each of the Nd words in document d

-zdnMult�θd�

� wdMult�βzdn�

where,
θd is a K-dimensional vector representing the topic propor-
tions for document d.
α is a K-dimensional vector representing the hyperparame-
ter for the Dirichlet distribution.
�zdn is the topic assignment for word n in document d.
βk is a V-dimensional vector representing the distribution
of words for topic k, where V is the size of the vocabulary.
wdn is the observed word for word n in document d.

This will be followed by evaluation where Evaluate the
performance of the algorithm by comparing the identified
experts with the ground truth. We can use measures such
as precision, recall, and F1 score to evaluate the algorithm’s
performance. If the algorithm does not perform well, you
can tune the parameters such as the weighting of keywords
in the TRIE or the number of topics in LDA to improve the
performance. Then analyse the results and draw conclu-
sions about the effectiveness of the algorithm for identifying
experts in community question answering systems.
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3.2.1 Identify experts using TRIE and Semantic
Matching

# Extract topics from questions

num_topics = 3

topic_distribution = extract_topics

(preprocessed_questions, num_topics)

# Extract features from answers

experts_features = {

"Python": [extract_features

(preprocessed_answers[0])],

"Data Visualization":

[extract_features(preprocessed_answers[1])],

"SQL": [extract_features

(preprocessed_answers[2])],

"Algorithms": [extract_features

(preprocessed_answers[3])]

}

# Hybrid approach

def find_most_relevant_expert

(question, domains, TRIE, topic_

distribution, experts_features):

experts = find_experts(question,

domains, TRIE, topic_distribution,

experts_features)

if not experts:

return None

most_relevant_expert = experts[0]

return most_relevant_expert

# Test the algorithm

question = "What is the recommended

way to visualize large datasets?"

relevant_expert = find_most_relevant_expert

(question, ["Data Visualization"], TRIE,

topic_distribution, experts_features)

if relevant_expert is not None:

domain, expert_idx = relevant_expert

print(f"The most relevant expert for the

question is {domain} expert {expert_idx}.")

else:

print("No relevant expert found for the question.")

In this example, we have a question about data visu-
alization, and we specify the ”Data Visualization” do-
main as the relevant domain. We then pass the question,
relevant domain, TRIE, topic distribution, and experts’
features to the find most relevant expert function. The
find most relevant expert function first utilizes the TRIE-
based approach to identify relevant domains based on the
question. Then, it employs the Semantic Matching ap-
proach to calculate the cosine similarity between the ques-
tion’s topic distribution and the feature vectors of the
experts in the relevant domain. It sorts the experts based
on their similarity scores and returns the most relevant ex-
pert (the one with the highest similarity score). Finally, we
print the most relevant expert for the given question. If no

relevant expert is found, it will display a message indicating
that no expert was found. This example demonstrates how
the combination of TRIE-based expertise identification and
Semantic Matching algorithms can effectively identify the
most suitable expert for a given question in the specified
domain. Conclusion The algorithm involves pre-processing
the text data by converting it to lowercase and removing
special characters and stop words. It then builds a TRIE
data structure and assigns weights to each keyword based
on their frequency of occurrence in the domain-specific doc-
uments. The algorithm also uses semantic techniques such
as topic modelling and word embeddings to extract topics
and features from the questions and answers. The hybrid
approach combines the TRIE-based and semantic matching
approaches to identify the most relevant domain and ex-
perts in the community. Latent Dirichlet Allocation (LDA)
is a probabilistic topic modelling algorithm that can be used
to identify the underlying topics in a large collection of doc-
uments. LDA assumes that each document is a mixture of
several topics, and each topic is a distribution over a set of
words. The algorithm works by iteratively assigning words
to topics and updating the topic distributions based on the
document-word assignments. LDA has been widely used in
various applications such as text classification, information
retrieval, and recommendation systems. In conclusion, the
use of topic modelling and semantic techniques can be ben-
eficial in various natural language processing applications,
including identifying relevant topics, extracting features,
and identifying experts in a community.
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